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Abstract

Electromagnetic probes offer a unique opportunity to study the conditions in heavy-ion collisions throughout
their whole evolution. Due to their lack of color charge, they can escape the strongly interacting medium
without re-scattering and bring direct insights from the fireball to the surrounding detectors. Thermal dileptons
pairs, emitted from the locally thermalised medium, are especially valuable in this regard. Their invariant
mass distributions entail information about the temperature of the hot and dense fireball, while the integrated
dilepton yield can be connected to the fireballs lifetime.

In this thesis, the invariant mass spectra of these thermal dilepton pairs are reconstructed for two heavy-ion
collision experiments performed at HADES: Au+Au in April 2012 and Ag+Ag in March 2019, both at beam
energies of√sNN = 2.42 GeV. This allows for an investigation of the thermal radiation not only in dependence
of the centrality, but also of the system size. By extension of the Au+Au analysis to peripheral events up
to 60% centrality, events of Au+Au and Ag+Ag with the same mean number of participants are identified
and compared. In this way, any remaining differences in the dilepton signal can then be traced back to the
underlying ion species of the collision.

Chapter 1 will introduce the foundations of heavy-ion collisions and the QCD phase diagram, as well as a
discussion of electromagnetic probes. Chapter 2 will present the HADES experiment and the most important
detector components. Chapter 3 will focus on the steps of the Ag+Ag analysis which were taken to reconstruct
the invariant mass spectra. A large focus is set on the determination of necessary efficiency and acceptance
corrections. Chapter 4 will introduce the additional challenges of the Au+Au analysis for peripheral events.
In particular, the effect of Au+C contamination and a subsequent implementation of an event-purifier is
examined. The finally resulting Ag+Ag and Au+Au invariant mass spectra are then evaluated in chapter 5.
Here, the fireball temperature as well as the excess yield are determined. Chapter 6 provides a summary and
outlook of the findings.

iii



Zusammenfassung

Elektromagnetische Sonden bieten eine einzigartige Möglichkeit, die Bedingungen in Schwerionenkollisionen
während ihrer gesamten Entwicklung zu untersuchen. Da sie keine Farbladung haben, können sie dem
stark wechselwirkenden Medium ohne weitere Streuung entkommen und damit direkte Erkenntnisse aus
dem Feuerball zu den umliegenden Detektoren bringen. Thermische Dileptonenpaare, die aus dem lokal
thermalisierten Medium emittiert werden, sind in dieser Hinsicht besonders wertvoll. Ihre invarianten
Massenverteilungen liefern Informationen über die Temperatur des heißen und dichten Feuerballs, während
die integrierte Dileptonennausbeute mit der Lebensdauer des Feuerballs in Verbindung gebracht werden kann.

In dieser Arbeit werden die invarianten Massenspektren dieser thermischen Dileptonenpaare für zwei am
HADES durchgeführten Schwerionenkollisionsexperimente rekonstruiert: Au+Au im April 2012 und Ag+Ag
im März 2019, beide bei Strahlenergien von √

sNN = 2.42 GeV. Dies ermöglicht eine Untersuchung der
thermischen Strahlung nicht nur in Abhängigkeit von der Zentralität, sondern auch von der Systemgröße.
Durch Ausweitung der Au+Au Analyse auf periphere Kollisionsereignisse bis zu 60% Zentralität werden
Kollisionen von Au+Au und Ag+Ag mit der gleichen mittleren Teilnehmerzahl identifiziert und verglichen.
Auf diese Weise können alle verbleibenden Unterschiede im Dileptonensignal auf die der Kollision zugrunde
liegenden Ionenspezies zurückgeführt werden.

In Kapitel 1 werden die Grundlagen der Schwerionenkollisionen und das QCD-Phasendiagramm vorgestellt,
sowie elektromagnetische Sonden diskutiert. In Kapitel 2 wird das HADES-Experiment und dessen wichtigste
Detektorkomponenten vorgestellt. Kapitel 3 konzentriert sich auf die Schritte der Ag+Ag Analyse, welche zur
Rekonstruktion der invarianten Massenspektren durchgeführt wurden. Ein großer Schwerpunkt liegt dabei
auf der Bestimmung der notwendigen Effizienz- und Akzeptanzkorrekturen. Kapitel 4 wird die zusätzlichen
Herausforderungen der Au+Au Analyse für periphere Kollisionsereignisse vorstellen. Insbesondere wírd
die Auswirkung von Au+C Kontamination und die anschließende Implementierung eines Event-Purifiers
untersucht. Die schließlich resultierenden Ag+Ag und Au+Au invarianten Massenspektren werden dann
in Kapitel 5 ausgewertet. Dabei werden sowohl die Feuerballtemperatur als auch die Überschussausbeute
bestimmt. Kapitel 6 gibt eine Zusammenfassung der Ergebnisse und einen Ausblick.
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1 Introduction

1.1 The Standard Model

Today, it is believed that the entire visible universe is made out of only a handful of elementary particles
interacting via four fundamental interactions: Gravitation, electromagnetism, the weak and strong interaction.
While gravity is explained by Einsteins general relativity, the remaining three forces are all described in one
overarching theory, the Standard Model. Here, every interaction is understood by the exchange of a virtual
particle with spin one. For electromagnetic interactions, this is the photon. For weak interactions, it is the W
and Z Boson. For the strong force, it is the gluon. In all instances, these force carriers are referred to as gauge
bosons. In addition, there are fermions which act as the building blocks of atoms and all visible matter in the
universe. The Standard Model assumes two groups of elementary fermions. On the one hand, the quarks,
which carry color charge and can interact via all four fundamental forces. On the other hand, the leptons,
which carry no color charge and are "blind" to strong interactions.

The last fundamental particle to complete our current understanding of the Standard Model is the Higgs
Boson. Originally proposed by Peter W. Higgs in 1964[1], it is a scalar boson with spin zero, whose underlying
quantum field gives mass to the other elementary particles. While a number of questions remain unexplained
by the Standard Model [2], the observation of the Higgs Boson in 2012 [3] serves as conformation of the
described particle picture and lead to the bestowal of the Nobel prize in physics in 2013 [4].

A summary of the Standard Model can be seen in figure 1.1.

Mathematically, the Standard Model is build upon relativistic quantum field theory. For instance, electromag-
netic interactions can be described by quantum electrodynamics (QED). In this case, the Lagrangian is written
as [6]:

LQED = ψ̄(iγµDµ −m)ψ − 1

4
FµνF

µν (1.1)

Where Fµν = ∂µAν − ∂νAµ is the electromagnetic field tensor and Dµ = ∂µ + ieAµ is the covariant derivative.
One can further identify e as the electric charge which acts as the underlying property to allow electromagnetic
interactions.

In a similar vein, the strong force is described by the theory of quantum chromodynamics (QCD). Its Lagrangian
can be written as [7]:

LQCD = ψ̄i(i(γ
µDµ)ij −mδij)ψj −

1

4
Ga

µνG
µν
a (1.2)

Where, analogous to Fµν , one can identify the gluon field tensor Ga
µν:

Ga
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

muA
c
nu (1.3)
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Figure 1.1: Summary of the Standard Model of particle physics. All known fundamental particles and their
properties are shown. One can identify four different types of particles in the quarks, leptons,
gauge bosons and scalar bosons. Figure taken from [5].

At first glance, the Lagrangians of QCD and QED show a similar mathematical form. However, at closer
inspection, a key difference can be identified in equation 1.3. Gluons, acting as gauge bosons, carry color
charge which allows them to interact with other gluons. This is in stark contrast to QED, where self-interaction
of photons is impossible. Mathematically, this is described in the additional term in equation 1.3 and the
dependence on a structure constant fabc.

This fact gives rise to a number of particular behaviors and characteristics unique to the strong interaction.

1.1.1 Running Coupling Constant

In the Standard Model, the strength of an interaction is determined by a coupling constant. There is the
weak coupling constant αw, electromagnetic coupling constant αem, and strong coupling constant αs. In all
cases, the magnitude of these constants depends on the momentum transfer Q2 between the two interacting
particles, a phenomenon known as running coupling constants. This can be seen in figure 1.2 for the example
of the strong coupling constant. It turns out that this dependency of αs on Q2 is by far the greatest relative to
running coupling of other forces. This, in turn, gives rise to two distinct properties of QCD.

On the one hand, the principle of confinement, which dictates that color charged particles can not be
encountered isolated, but only in color neutral configurations, i.e. hadrons. It can be understood as the
result of the increasing force for longer and longer distances. The energy required to separate a quark from a
colorless hadron will eventually exceed the necessary production energy of a quark–antiquark pair. Hence, it
leads to the creation of a new quark pair and the renewed formation of colorless hadrons.

On the other hand, a strongly interacting particle can move almost freely at high energies and correspondingly
small distances. Consequently, the state of matter can change from the hadronic phase to the so-called
quark-gluon plasma (QGP). Here, a distinction between hadrons can longer be made because quarks and
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gluons, from formerly different hadrons, interact directly. This gives rise to some interesting occurrences
which are discussed in more detail in section 1.2.

Figure 1.2: Energy dependence of the strong coupling constant αs. Data points indicate measurements
made at varying energies, while the continuous lines represent QCD predictions assuming
αs(Mz) = 0.1185± 0.0006. Figure taken from [8].

1.1.2 Chiral Symmetry

Chiral Symmetry is characterised by the invariance of the Lagrangian under chiral transformations [9]. In
general, the QCD Lagrangian breaks this symmetry explicitly by the non-vanishing quark masses mq ̸= 0. Yet,
the approximate chiral symmetry with the assumption of mq = 0 allows insights into otherwise unexplained
experimental observations, namely the mass splitting between two chiral partners, e.g. comparing ρ mesons
at 775 MeV/c2 [8] to a1 mesons at 1260 MeV/c2 [8]. This observation can be understood by the spontaneous
symmetry breaking of chiral symmetry.

A symmetry is spontaneously broken if the Hamiltionian fulfils the symmetry except for the ground state. In
the vacuum, quark-antiquark pairs are created constantly and make up a quark condensate. This condensate
carries a chiral charge leading to the spontaneous breaking of chiral symmetry. Experimentally, the strength
of this breaking can be investigated by comparing the properties of two chiral partners. Figure 1.3 shows the
spectral functions for ρ and a1 which clearly have separate masses in the vacuum.
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Figure 1.3: Comparison of vacuum ρ and a1 spectral function. Black points indicate measurements made
of the vectormeson V and axial-vector meson A from τ decays [10], while the continuous lines
represent fits using the spectral functions [11]

If the reason for the observed mass gap is the spontaneous chiral symmetry breaking due to the quark
condensate, one could expect the chiral partner masses to converge once the quark condensates decreases. Such
a decrease of the quark condensate is predicted by various models [12, 13, 14] with increasing temperatures
and densities. Further calculations [16, 15] additionally investigate possible impacts and signatures of the
chiral symmetry restoration on the spectral functions. This is demonstrated in figure 1.4 [16] for ρ and a1. It
indicates two important possible effects:

First, the mass of the axial-vector a1 meson is dropping with increasing temperatures. One can identify a shift
of its spectral shape peak towards the ground state, i.e. ρ. Second, an overall melting of the spectral functions
is noticeable, especially for the ρmeson. While the overall mass stays the same, the spectral functions broadens
towards a flat continuum. In the end, both effects may contribute to a convergence of the spectral functions.
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Figure 1.4: Evolution of chiral partners particle spectra with increasing temperature. Figure taken from [16].

1.2 QCD Phase Diagram

The ultimate goal in QCD will be a full understanding of strongly interacting matter and its behavior in all
conditions. For one, this will mean describing the formation of hadronic matter when quarks and gluon form
nucleons. For another, one expects a phase transition with increasing temperatures and densities, which will
lead to the formation of new phases of matter. This is most notably the previously mentioned quark-gluon
plasma. Currently, a great effort is put into reproducing these extreme states in the laboratory to identify how
this transition is taking place. The current picture of the QCD phase diagram is shown in figure 1.5. Lattice
QCD calculations predict a crossover region at high temperatures and baryochemical potentials close to zero.
The central question to be answered is how far this crossover extents to higher baryochemical potentials, or if
it turns into a first order phase transition with a critical point [17].

The study of the QCD phase diagram gives insights into the behavior of strongly interacting matter at extreme
conditions, as they were present during very early times of the universe, or are still found today in compact
stellar objects. One of the tools to indicate a deconfinement transition, is potentially the observation of chiral
symmetry restoration discussed in the previous section.
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Figure 1.5: QCD phase diagram. Black points points show measurements from various experiments world-
wide. Depending on the collision system and available energies, different temperatures and bary-
ochemical potentials can be reached. At HADES, heavy-ion collisions with energies of a few GeV
per nucleon lead to baryochemical potentials of several hundred MeV with temperatures below
100 MeV. Hence, it investigates the regions of the QCD phase diagram relevant for neutron star
mergers. In contrast, high temperatures at low baryochemical potentials are characteristic for
the conditions in the early universe. Here, the yellow band represents the crossover region as pre-
dicted by Lattice QCD. A possible transition with the critical point CEP is shown in purple. Blue
lines show theoretical estimations of the chiral condensate which decreases with increasing
temperatures [16].

1.3 Heavy Ion Collisions

Heavy ion collisions serve as the central tool to produce and investigate extreme matter conditions in the
laboratory. In general, one can identify three distinct stages that such a collision goes through:

• First-chance NN collisions: Before two colliding nuclei fully overlap, there are first-chance NN-collisions
between individual nucleons (left panel of figure 1.6).

• Hot and dense fireball: At the height of the collision, the most extreme conditions in terms of tempera-
ture and density are reached . This is called the hot and dense fireball and it is in this stage of hot and
dense hadron phases that a quark-gluon plasma is potentially created (middle panel of figure 1.6).

• Freeze out: In time, the whole system expands and cools down. First, the individual quarks from the
potential QGP will hadronise again. These hadrons might scatter inelastically with themselves, creating
excited states and new particles. The end of inelastic scattering marks the point of chemical freeze out.
Once elastic scattering seizes as well, the so-called kinetic freeze out is reached (right panel of figure
1.6).
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Figure 1.6: Evolution of heavy-ion collisions.

The produced particles are then detected in surrounding detector facilities. Based on their properties, one can
draw conclusions about the state of matter during their creation.

The temperatures and densities reached in a heavy-ion collision depend on a number of factors. First and
foremost, the beam energy determines how much energy will be available in the system. Therefore, it dictates
directly the maximum mass of produced particles and which particles are most likely to be found.

In addition, another key characteristic is the centrality in which a collision is taking place. One can define
an impact parameter b as the distance between the center of the nuclei in a plane transverse to the beam
[18]. Small impact parameter translate to central collisions where most nucleons within one nucleus will
hit and interact with nucleons from the other nucleus. It is intuitive that a large number of participating
nucleons ⟨Apart⟩ will reflect in higher multiplicities of outgoing and detected particles. In contrast, a large
impact parameter means only a few nucleons on the edge of nucleus will take part in the collision. This leads
to less extreme conditions and fewer produced particles. The remaining nucleons, which are not contributing
to the collision, are referred to as spectators. The centralities of Au+Au and Ag+Ag collisions, as they are
discussed in this work, can be summarised in table 1.1. The underlying method to identify the number of
participants per centrality class is described in the following sections 1.3.1 and 1.3.2.

Table 1.1: Average number of participants for various centrality classes and Au+Au and Ag+Ag collision sys-
tems. Matching centrality classes with approximately the same average number of participants
are colored. They serve as possibilities to compare dilepton radiation for different systems at the
same ⟨Apart⟩.
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Together, the collision centrality as well as the beam energy are arguably the two major determinants for
the conditions reached in heavy-ion collisions. However, a last important contribution might also be the ion
species. It defines the shape of nuclei, as well as the total system size and maximum number of participating
nucleons. The question arises, if a collision of two different systems, but at the same energy and with the same
number of participating nucleons, leads to the same outcomes. A first approach to investigate this has been
made at HADES by comparing the dilepton yield of several system sizes. In figure 1.7 the excess yield ratio
RAA is shown. Here, the spectrum of any A+A collision is normalised by the elementary reference spectrum
of single nucleon-nucleon collisions N+N as well as ⟨Apart⟩ [19]:

RAA =
1

⟨AAA
part⟩

dNAA

dMee

(︃
dNNN

dMee

)︃−1

(1.4)

This normalisation allows for a comparison of the yield between different system. Beyond the π0 mass region,
a clear dependence on the system size is found. The heavier ions of Au+Au and Ar+KCl show a clear excess
yield in comparison to elementary N+N collisions and light ions like C+C.

Figure 1.7: Ratio RAA over invariant mass for various collision systems. Vertical bars represent the statisti-
cal errors while the yellow band represents the systematic uncertainties. The two dashed lines
correspond to the average excess ratio. Figure taken from [19].

1.3.1 Glauber Monte Carlo Model

In a collision experiment, the impact parameter b is not directly observable. Instead, the measured overall
particle multiplicity N at the detector can be employed to draw conclusions about the underlying centrality.
Assuming N to be directly proportional to ⟨Apart⟩, the centrality C is defined as the fraction of the total cross
section σAA [18]:

C ≈ 1

σAA

∫︂ ∞

Nthr

dσ

dN ′dN
′ (1.5)

Where N thr is the lower multiplicity threshold of a given centrality class.
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Therefore, the challenge then lies in estimating σAA as well as relating the centrality bins to the underlying
⟨Apart⟩ and impact parameter b. For the centralities shown in table 1.1, the general framework for this
determination is based on the Glauber Monte Carlo approach [18].

The Glauber model provides a theoretical description of heavy-ion collisions. It assumes that nucleons at
sufficiently high energies have such large momenta that they will traverse essentially undeflected and that
the motion of individual nucleons is independent of the full nucleus [20]. This is established well for higher
energies of around √sNN ≥ 10 GeV [18], but newer investigations support the validity of these assumptions
even to lower energies [21].

With this in mind, the central idea is to describe the whole collision as the sum of independent binary collisions
between individual nucleons. First, a random impact parameter b is sampled from a probability distribution
P (b). Based on this impact parameter, two colliding nuclei are simulated by generating individual nucleons.
These nucleons are assigned a random position in 3d space based on b as well as the shape of nucleus. In the
end, two nuclei with randomly distributed nucleons but separated by a given impact parameter are assembled.
Finally, when the two nuclei are moved along the beam axis, a decision is made whether two approaching
nucleons collide via the black disk approximation. It states the the impact parameter bNN between the two
potentially colliding nucleons has to be smaller than the inelastic nucleon-nucleon cross section σNN

inel [18]:

bNN ≤

√︄
σNN
inel

π
(1.6)

In the end, every nucleon which fulfils this criterion is counted to the overall sum of participating nucleons
Apart. The number of nucleons which do not undergo any collision are marked as spectators Aspec.

The input needed for the Glauber Monte Carlo model is threefold. First, a uniform distribution between 0 and
bmax is used for sampling of the impact parameter. Hereby, bmax is given by the sum of radii from projectile
and target nucleus. These radii, as well as the whole radial charge distribution of the nuclei, are the second
input. For the Au+Au and Ag+Ag analysis, a two-parameter Fermi distribution is used to for parameterisation:

ρ(r) =
1 + w(r/R)2

1 + exp( r−R
a )

(1.7)

Where RAu = 6.55 fm and aAu = 0.52 fm for gold nuclei and RAg = 5.3 fm and aAg = 0.52 fm for silver nuclei
[18] . The parameter w is set to zero. In addition to this description, a last constraint is made by requiring a
minimum separation between two nucleons at dmin = 0.9 fm. Finally, the third input are the nucleon-nucleon
cross sections σppinel and σ

np
inel for proton-proton and nucleon-proton scattering respectively. They are known

from experiments [8] and set to σppinel = 26.4 mb and σnpinel = 21.0 mb.

1.3.2 Centrality Determination

The results from the Glauber Monte Carlo simulation give access to the relationship between the number of
participating nucleons ⟨Apart⟩ and the impact parameter b. They also give an estimation of the total cross
section, e.g. σAA = 6833± 430 mb has been determined for Au+Au collisions at √sNN = 2.42 GeV [18]. In
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the next step, the number of participating nucleons ⟨Apart⟩ can then be related to the actually measureable
charged particle multiplicity Nch on the basis of the wounded nucleon assumption:

⟨Nch⟩ = µ⟨Apart⟩ (1.8)

It states that the number of produced charged particles is, on average, proportional to the number of participants.
In order to allow for event-by-event fluctuations from this average, an additional sampling via a negative
binomial probability distribution (NBD) is made:

Pµ,k(n) =
Γ(n+ k)

Γ(n+ 1)Γ(k)
· (µ/k)n

(µ/k + 1)n+k
(1.9)

Where Γ is the gamma function and k a dispersion parameter.

Furthermore, a last addition to equation 1.8 is madewith an efficiency term ϵ(α), which describes reconstruction
inefficiencies as well as secondary particle production:

ϵ(α) = 1− αA2
part (1.10)

By combination of all these components, the Apart distribution from the Glauber Monte Carlo simulations can
then be fitted to the distribution of measured events over Nch. The fit parameters are µ, k and α. Figure 1.8
shows the resulting fit on the Au+Au and Ag+Ag data which will be discussed in this work. As indicated in
equation 1.5, the integral over dσ/dN gives access to the centrality classes via the measured charged particle
multiplicity.

(a) Au+Au. (b) Ag+Ag.

Figure 1.8: Cross section as function ofNTOF+RPC for Au+Au (left panel) and Ag+Ag (right panel) collisions.
NTOF+RPC can be identified as the number of measured charged particles Nch at HADES.
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1.4 Dileptons as Probe of Hot and Dense Matter

Typically, the greatest interest in todays research is to characterise the hottest and densest phase in a heavy-ion
collision. Several observables have been introduced to access various stages of a collision, for example hadron
yields, hadron flows or hadron correlations and fluctuations. However, all that is detectable in practice are the
produced particles after the whole evolution of the collision has ended. By this time, due to elastic and inelastic
scattering in the final stages, most strongly interacting particles will have lost most, if not all, direct information
about the conditions at the early stages of the heavy-ion collision. Only a probe which is undisturbed by the
strongly interacting medium can deliver immediate information from the time of its creation.

Leptons, or more precisely e+e− dilepton pairs from virtual photons, as well as real photons can fulfil this
requirement. As mentioned in section 1.1, they do not interact strongly, which makes them blind to the further
scattering in other stages of the reaction. Consequently, once created, they can reach the detector largely
unhindered.

1.4.1 Dilepton Sources

In the course of a heavy-ion collision dileptons are produced via a number of varying processes and different
decays. For SIS-18 energies of about 1-2A GeV one can identify the following: First, in the first-chance
NN-collisions, Bremsstrahlung and ∆ Dalitz decays produce dileptons. Then, during the hottest and densest
phase, vector mesons ρ, ω, φ and higher baryonic resonances are formed. With the branching ratios and
lifetimes listed in table 1.2, they serve as potential dilepton sources which probe the hot and dense medium.
Finally, during the freeze out stages, π0 and η mesons decaying into dileptons can be identified as the main
sources.

It can be noted, that virtual photons are produced in every stage of the collision. As a consequence, any
dilepton signal will always serve as an integral over the whole evolution of the collision. If the fireball is the
region of interest, the contributions from NN-collisions and sources from freeze out stages need to subtracted.

Particle Mass [MeV/c2] Branching Ratio: e+e− Lifetime [fm/c]
ρ 775 4.72 · 10−5 1.32
ω 783 7.28 · 10−5 23.4
φ 1019 2.95 · 10−4 46.2

Table 1.2: Summary of vector mesons properties [8]

Table 1.2 indicates one of the main challenges in dilepton analysis: The small decay probability. Because of
this, high statistics, in the order of billions of events, are necessary to measure a sufficient number of dileptons
for a detailed analysis.

Nonetheless, once adequate statistics are achieved, the dilepton signal gives direct insights into the spectral
function of the vector mesons in the hot and dense medium. The ρ meson, with the smallest lifetime of 1.32
fm/c serves as an particularly interesting probe. With a lifetime of the fireball τ of about τ ≤ 15 fm/c [22],
the ρ meson is most likely to decay in the fireball itself, allowing for the investigation of medium modifications
in the hottest and densest phase.
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1.4.2 Dilepton Emission

The dilepton emission rate of a thermalised source per unit four-volume d4x and four-momentum d4q is given
by [19]:

dN

d4xd4q
= − α2

em

M2π3
fB(q0 : T )

L(M)

M2
ImΠµ

em(M, q;T, µB) (1.11)

where fB(q0 : T ) is the thermal Bose function, ImΠµ
em is the electromagnetic spectral function, andM =Mee

is the invariant mass of the dilepton pair. Regions of invariant masses with M ≤ 1GeV/c2 are typically
classified as low mass regions (LMR). Here, as discussed in section 1.4.1, the ρ, ω and φ meson are the
dominating dilepton sources in the fireball. This translates to a saturation of the spectral function ImΠµ

em by
the light vector mesons and allows a description of the interactions of photons with hadronic matter via the
Vector Meson Dominance Model [23].

Equation 1.11 demonstrates howmeasurements of dileptons generally allow insights into the thermal properties
of the medium in terms of the temperature T and baryochemical potential µb. One can also realise that
dileptons carry unique information through their invariant massM . Due to the mass dependence found in
equation 1.11, it can be understood that the reconstructed invariant mass spectrum entails the sought-after
information about thermal properties.

On its basis, some of the unique insights available through the analysis of dileptons can be listed [24]:

• Lifetime of the fireball: The amount of thermal dileptons is known to depend on the volume V and the
lifetime τ of the fireball. If the volume is determined, for example via the number of charged particles,
the measured dilepton yield can be traced back to a determination of τ .

• Chiral symmetry restoration: As discussed in sections 1.1.2 and 1.2, the spectral functions of the ρ
meson and its chiral partner a1 are expected to align themselves with the restoration of chiral symmetry
at extreme conditions. Reconstruction of the dilepton thermal radiation provides one way to reconstruct
these spectral functions experimentally and possibly observe the theoretically predicted effects.

• Azimuthal anisotropy and flow parameters: Dilepton analysis also allows access to the radial distri-
bution of their emission [26, 25]. Since flow effects grow larger at later phases of the collision, such an
investigation allows insights into the time evolution of the system.

1.5 Goal of this Analysis

This analysis is based on data recorded at the HADES experiment: Au+Au in April 2012 and Ag+Ag in March
2019, both at 1.23A GeV. For these collision systems, the dilepton signal is to be extracted and the excess
dilepton radiation is to be isolated. This allows for a direct comparison of the system size dependence on the
thermal dilepton radiation. In addition, the analysis of each collision system is to be performed at varying
centralities, thereby allowing an investigation into the centrality dependence.

The two key observables to be determined are the excess yield and the temperature of the fireball. For this
purpose the invariant mass spectra are to be reconstructed. While this has been started for central Au+Au
collisions in existing studies [27], the investigation of the HADES Ag+Ag data will need to be done from the
ground up.
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2 HADES

The High-Acceptance-Di-electron-Spectrometer (HADES) [28] at the GSI Helmholtzzentrum für Schwerionen-
forschung in Darmstadt, Germany, is a fixed target experiment optimised for the analysis of high multiplicity
heavy-ion collisions. The beam is supplied by the adjoining SIS-18 accelerator, providing energies of around
1-3.5A GeV depending on the ion species. The HADES is divided into 6 detector segments, also called sectors,
which are fitted in a ring structure behind the target. This leads to a large geometrical acceptance, covering a
polar angle from 18°-85°[28] and an azimuthal angle of almost 360°[28]. With the additional high trigger rate
capabilities, namely 8 kHz for the Au+Au experiment in 2012 [29] and 30 kHz for the Ag+Ag experiment in
2019 [30], the HADES allows detection and analysis of the rare dilepton pairs. By virtue of upgraded detector
systems, three days of Ag+Ag beam time allowed the detection of a comparable amount of dilepton signal as
during the four weeks campaign of Au+Au measurements.

Figure 2.1: Schematic Layout of the HADES experiment. Figure taken from [31].

2.1 START Detector and Target

The START detector is located within the beam line in front of the target. Here, a signal is generated for every
beam particle flying through the target. This, in turn, gives rise to a starting time which can later be used
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for time-of-flight and velocity calculations. The START detector also provides the opportunity to monitor the
incoming beam, in order to improve alignment and focus.

The target itself is designed to reduce e+e− background from photon conversion pairs. For this purpose, it is
segmented into several thin pallets, separated by a given distance and rotated to each other. This way, photons
from the collision do not need to travel through the remaining target material but have a good chance to pass
the upcoming foils without any further interaction. For the Au+Au experiment in 2012, the target consisted
out of 15 pallets of 25 µm thickness, 2.2 mm diameter and gaps between the pallets of 3 mm. For the Ag+Ag
experiment in 2019, a similar structure is utilised. The only exception is a larger pallet thickness of 40 µm due
to the smaller atomic number, and thereby larger interaction length, of silver. In the end, the chosen target
geometry limits the average photon conversion probability to below 1% [29].

(a) Gold target. (b) Silver target.

Figure 2.2: Photos of gold (left panel) and silver (right panel) targets segmented into 15 target foils in order
to avoid photon conversion pairs.

2.2 Ring Imaging Cherenkov Detector

Particles produced in the reaction will continue to fly towards the detector systems. On their way, they pass
through the Ring Imaging Cherenkov detector (RICH) which is dedicated solely to the identification of e±
tracks. It works on the basis of Cherenkov radiation and by exploiting the fact that electrons and positrons
are the lightest charged particles coming from the collision. More precisely, the RICH detector consists out
of gas chamber and a reflective mirror at its edge. If the chamber is filled with a gas of suitable refractive
index n, the light electrons and positrons from the collision move faster than the speed of light, leading to the
emission of Cherenkov radiation. This radiation is then reflected on the mirrors and detected using photon
detectors. Since no other particles are light-weight enough to produce Cherenkov radiation, this allows for the
identification of e±.

In the Au+Au experiment in 2012, the chamber was filled with perfluorobutane (C4F10). Since then, the
RICH detector has been upgraded with a new photo tube based photon detector and electronic read out
chain. In addition, the perfluorbutane has been replaced by isobutane (C4H10). These changes allow for an
enhancement in the detectable photon yield.
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2.3 Multiwire Drift Chamber and Magnet

The central system for reconstruction of the tracks and momenta of all particles are the Multiwire Drift
Chambers (MDC) in combination with a superconducting toroidal magnet.

A single MDC consists out of multiple parallel wires, which are set up in several gas filled chambers. When
a charged particle traverses such a chamber, i leaves a trail of ionised gas atoms, leading to a signal at an
adjacent anode wire. By overlaying several cells, each at an angle to one another, the exact position of the
travelling particle can be estimated with accuracies of less than a millimeter [32]. Furthermore, two MDC cell
layers are placed in sequence to reconstruct the trajectory of a particle. This entails the comparison between
the signal of the first and second MDC layers to estimate the most probable path.

In addition to the MDCs, a magnet is employed to determine the momentum of charged particles. At HADES,
two MDCs are placed in front of, and two MDCs are placed behind the magnet. In that way, the track is
reconstructed before and after the particle passed through the magnetic field. The measured change of the
trajectory gives information about how far the particle was bend. With the knowledge of the particles charge
q and the magnetic field strength B, the momentum can be determined. At HADES, Runge–Kutta methods are
employed for this reconstruction.

2.4 Multiplicity Electron Trigger Array

After a particle went through the RICH detector and the tracking system, it will hit a further set of detectors
known as the Multiplicity Electron Trigger Array (META). This array is split into two systems depending on
the polar angle: The time-of-flight (TOF) detector at polar angles of about Θ >= 45°, or the Resistive Plate
Chambers (RPC) at polar angles of Θ <= 45°. The former is referred to as system 1 and the latter as system 0.

Both the TOF detector as well as the RPC are used for the purpose of time-of-flight measurements. As the
distance between the START detector and the META is known, this also allows to reconstruct a particles
velocity. The main difference between the two detector systems lies in the technology used for this purpose.
On the one hand, the Resistive Plate Chambers are capable in handling high multiplicities, which is why they
are located at smaller polar angles. On the other hand, the TOF detector is based scintillator technology. Here,
the incoming particles produce light, which is picked up by photomultiplier tubes. This allows to estimate the
energy loss dE/dxTOF in the TOF detector, but it limits the number of detectable particles per scintillator
strip to one. Consequently, it is only applicable for reliant usage at larger polar angles. In this area, however,
the additional information about the energy loss can be used to improve the particle identification.

2.5 Electromagnetic Calorimeter

In 2018, HADES has been upgraded with an electromagnetic calorimeter (ECAL) [33] which serves as a final
detector layer at polar angles of 12° to 45°[34] and with almost full azimuthal coverage. It consists out of 978
lead glass elements [34], each of which are connected to a photomultiplier tube. When electromagnetic probes
traverse through the lead medium, they deposit energy. In case of photons, the main interaction process is via
pair production. In case of electrons or positrons, Bremsstrahlung is emitted. Either way, new photons and
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dilepton pairs are created. These new particles, in turn, interact with the surrounding material in the same
way, leading to the overall generation of an electromagnetic shower.

In order to measure the extent of this shower, the Cherenkov effect is exploited. With an refraction index of
n = 1.708 [34] in lead, the newly produced electrons and positrons will travel through the medium faster
than light. This generates Cherenkov radiation, which is measured at the adjacent photomultiplier tubes. In
the end, provided that the module is long enough for the whole energy of the initial particle to be transferred
into the medium, the number of detected Cherenkov photons Nγ allows for the determination of the incoming
particles energy. For this purpose, Nγ can be assumed to be approximately proportional to the deposited
energy [34].

With the addition of the ECAL detector system, the possibility to directly detect photons and to determine
their energy is introduced. Therefore, additional decay channels, for example π0 → γγ and η → γγ, have
become accessible.

2.6 Data Summary Tape

At HADES, the raw detector signals, measured during a collision experiment, are saved in Hades List Data
(HLD) files. These files entail information about the times, locations and magnitudes of signals made by all
detector parts. In a first step, this raw data needs to be translated into a format suitable for physics analysis.
This is a multi-step process [29]. First, the raw data is unpacked. Then, values from arbitrary detector units
are calibrated into consistent physical quantities. Finally, using the detector systems described above, a hit
and track reconstruction is performed. The results are saved in a data summary tape (DST).

In the end, the separate events are identified. For every event, a list of potential particle candidates is found,
and for each candidate the physical properties, e.g. momentum or electric charge, are determined. As such,
DST files are structured in a tree format and consists of hierarchically ordered classes.

Since this transformation of raw data into a DST is necessary for virtually all physics analysis, it is usually done
centrally and only repeated when software updates or other newly incorporated information are expected to
lead to improvements in the reconstruction process.
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3 Analysis of Ag+Ag Data

The reconstruction of the e+e− invariant mass, transverse or rapidity spectra can generally be divided into
several steps as illustrated in figure 3.1. They are common to both the Ag+Ag and Au+Au analysis performed
in this thesis and shall be discussed in detail in the following sections.

Figure 3.1: Schematic overview of analysis steps needed for the reconstruction of the invariant mass spec-
tra.
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3.1 Event Selection

The foundation of this analysis is the data summary tape (DST), see section 2.6, which entails information
about all measured events and the particles therein. Although sophisticated algorithms are utilised to ensure
a high accuracy in this transformation from raw detector signals to DST, it is important to emphasise that
the reconstructed tracks and properties can, by the very nature of the experiment, only ever serve as best
guesses of how particles really travelled through the detector. It is likely that some events and tracks have
been identified and matched incorrectly.

Starting with the event identification, one can imagine a scenario where two events occur in such short
succession that they are not registered as separate, a phenomenon referred to as pile-up events. Similarly,
some registered events might come from collisions outside the target region. Furthermore, background and
statistical noise could lead to unreliable measurements, for example in the timing of the event.

For these reasons, the first steps for a precise dilepton analysis is the selection of suitable events and lepton
candidates where uncertainties and mismatches are very unlikely.

In this analysis, the following conditions are used to filter out unsuitable events:

• goodStart: Removes events that do not have a well defined start time.

• noPileUpStart: Removes events if a second cluster has been detected by the START detector, in order
to prevent pile up events.

• NoVeto: Removes nuclei that signaled in START detector but did not collide with target.

• goodSTARTVETO: Removes events in which an additional START hit occurred within 15-350 ns for
which there is no correlated VETO hit in the windows ±2 ns.

• goodSTARTMETA: Removes events in which an additional START hit occurred after 80-350 ns which is
also correlated to META hits.

• goodVertex: Removes collision events that are not Ag+Ag, e.g. collisions of beam nuclei with surround-
ing material, by reconstruction of reaction vertices.

They will be summarised as the condition isGoodEvent.

An additional requirement is further established for the number of active sectors. During an experiment, some
hardware components of the detector might fail temporarily. This will translate to some sectors not recording
or not properly recording events. In order to secure a consistent acceptance, all events, where not all six
sectors were active, are removed form this analysis. This shall be referred to as the isGoodSector selection.

3.1.1 Centrality Selection

A major focus of this analysis is the centrality dependence of the measured thermal radiation. As discussed
in section 1.3, a direct measurement of the centrality and impact parameter is not possible. Instead, the
measured charged particle multiplicityNTOF+RPC from the META detectors is used to estimate the underlying
number of participating nucleons ⟨Apart⟩. Details of this procedure are discussed in section 1.3.1. The resulting
definitions of the Ag+Ag centrality classes are summarised in table 3.1:
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Centrality Classes ⟨Apart⟩ NTOF+RPC

0-10% 168 91 - 154
10-20% 103 69 - 90
20-30% 76 50 - 68
30-40% 53 34 - 49
0-40% 102 34 - 154

Table 3.1: Centrality class definitions based on the number of measured hits NTOF+RPC for Ag+Ag colli-
sions at √sNN = 2.42 GeV.

Based on these multiplicities NTOF+RPC , a final event selection is made to only include 0-40% centrality
events, referred to as isCentral selection. Using 10% centrality bins, this still allows the investigation of
centrality dependence, but avoids problems of more peripheral events, namely smaller statistics and the rising
probability of Ag+C contamination from beam collisions with detector material.

In the end, from around 8.1 · 108 initial events recorded during the beam time, 5.8 · 108 events remain for this
analysis.

Figure 3.2: Number of events in dependence of event selection criteria for Ag+Ag collisions at√sNN = 2.42
GeV. After the isCentral requirement, the events are distributed roughly equally over the 10%
centrality bins.
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3.2 Lepton Identification

Leptons from the hot and dense fireball are rare probes and require sufficient statistics to allow for a meaningful
analysis. Since the number of recorded events is limited, it is important to achieve a high probability for a
single lepton to be detected and to be properly distinguished from other particles. At the same time, false
classifications lead to an increased background which is also to be avoided. With these two opposing objectives
in mind, the lepton selection criteria for this work have been selected.

The starting point is again the DST, which provides a list of possible particle candidates for a given event.
Further, every one of these particle candidates is assigned the most likely track candidate and corresponding
detector hits. However, false matches and wrong combinations, e.g. of track segments before and after the
magnet, are possible and need to be taken into account. The main tool for this task is a track sorting algorithm.
In such an algorithm, one can first define a number of minimum track requirements. Then, every track, which
fulfils these conditions, is compared to all the other tracks. If two or more tracks share the same detector hit,
they are sorted based on a quality parameter, namely the Runge-Kutta quality χ2

RK . Based on this sorting,
only the track with the smallest χ2

RK is taken into the final particle pool of the analysis since it is the most
likely scenario of what really happened.

The minimum quality requirements in this analysis are:

• Velocity β > 0.9.

• Momentum p between 100 MeV/c < p < 2000 MeV/c.

• χ2
RK < 1000.

• Track has a fitted inner and outer track segment, as well as a matching META detector hit.

• Track has a matching RICH ring, allowing a maximum deviation from MDC track to RICH ring of 8°.

The remaining pool of tracks is then suitable for further analysis. The momentum and velocity requirements
also act as a first loose electron and positron cut. In the following, the further selection criteria for adequately
differentiating leptons from other particles are introduced.

3.2.1 Relativistic Mass Cut

The main property used for electron and positron identification is their low mass relative to hadrons. At SIS-18
energies, the outgoing leptons will have relativistic speeds and their effective mass m can be calculated via
the measured velocity β and momentum p:

m2 = p2
1− β2

β2c2
(3.1)

In order to find typical relativistic masses of electrons and positrons, all particle candidates are divided
into several momentum bins of around 100 MeV/c in size. For every momentum bin, the effective mass
distribution is plotted. This reveals an electron peak, while background sources, namely pion contamination,
are mostly outside the peak region. On this basis, a relativistic mass cut is introduced which removes all
particle candidates not within 4 sigma of the mean electron mass me. This exercise is repeated for both META
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systems in order to gain even better purity. The resulting (momentum dependent) maximum effective mass is
shown in figure 3.3:

(a) System 0. (b) System 1.

Figure 3.3: Momentum dependent lepton mass cut. All particles outside the filled area are removed from
the dilepton analysis.

3.2.2 Spatial Correlation between RICH Ring Center and MDC Track

The HADES includes some dedicated detector components for the identification of leptons. Their information,
especially from the RICH detector, are another cornerstone utilised in this analysis. A first straightforward
condition for every lepton candidate can easily be articulated: A RICH signal must be matched with the
particles track. However, in practice, the challenge lies in determining how strict the ring matching needs to
be in order to recognise the majority of electrons and positrons correctly, but also to reliably remove random
matches with hadrons, whose tracks coincidentally lie close to a RICH ring.

To quantify how well a ring matches with the rest of the track, a ring matching quality richQa is calculated.
If ∆Φ = sinΘ · |ΦRICH −ΦMDC | and ∆Θ = |ΘRICH −ΘMDC | are the azimuthal and polar angle differences
of MDC to RICH track, richQa can be defined as follows:

richQa =
√︁
∆Φ2 +∆Θ2 (3.2)

On this basis, one can introduce a RICH matching quality cut, rejecting all particle candidates which are above
a set threshold richQa ≥ richQacut.

In order to find suitable values of such a threshold, the distributions of ∆Φ and ∆Θ have been calculated
in dependence of the polar angle Θ and for every individual sector. This is demonstrated in figure 3.4 for
simulated and measured leptons in sector 0.
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Figure 3.4: Lepton distribution in sector 0 over ∆Θ for Ag+Ag collisions at √sNN = 2.42 GeV. The black
line represents leptons from experimental data. The red line represents simulated white leptons.
The blue line represents leptons simulated in UrQMD events. Figure taken from [35].

Here, one can identify the distributions to follow roughly a Gaussian shape. However, a noticeable shift of
the mean from the center ∆Θ = 0 is noticeable for the experimental data. This effect needs to taken into
account when defining the richQa thresholds. Otherwise, the cut is not symmetric and a major deviation of
experimental data to simulated events is not regarded.

Therefore, the matching quality can be based on the maximum allowed standard deviations σ from the mean.
With the distributions as shown in figure 3.4, the mean and σ have been determined in dependence of the
polar angle Θ. Similarly, an analogous investigations has been made in dependence of the momentum p [35].
In this latter case, no significant change of ∆Φ or ∆Θ with the momentum was found, such that the final cut
is chosen to be momentum independent.
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Figure 3.5: Mean and standard deviation of ∆Θ distributions over Θ in sector 0 for Ag+Ag collisions at√
sNN = 2.42 GeV. Black lines represents leptons from experimental data. Red lines represents

simulated white leptons. Blue lines represents leptons simulated in UrQMD events. Figure taken
from [35].

In this analysis, a 2σ cut is applied, such that over 95% of leptons are kept in the sample. The resulting lepton
pool can be seen in figure 3.6.

(a) Before RICH ring quality cut. (b) After RICH ring quality cut.

Figure 3.6: Number of particle candidates over RICHmatching quality andmomentumbefore and after RICH
ring quality cut for Ag+Ag collisions, 0-40% centrality, at √sNN = 2.42 GeV. Filled with particle
candidates from system 0, sector 0.
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3.2.3 Conversion and Opening Angle Cut

The RICH matching quality and mass cut provide the necessary tools to separate electrons and positrons from
pions and other hadronic particles. However, not all detected leptons are a direct product of the collision.
There are also photons which interact with the detector material, creating e+e− pairs via pair production, but
without offering any sizeable information about the heavy and dense collision phases. These conversion pairs
are characterised by small opening angles relative to the dileptons created in the collision [36], something
that is exploited in some additional cuts aiming to remove unnecessary background.

First, a region of 9 degrees around any RICH ring must not hold another signal. If any two leptons have an
opening angle below this 9 degree threshold, they are removed from the sample. In previous analysis, this cut
has been made using the track information from MDC. For Ag+Ag, it has been realised that the RICH angle
determination is more precise and, therefore, provides more accurate results in this close pair rejection.

Second, it is possible that two RICH rings are so close to each other, that they can no longer be properly
distinguished from one another. In this case, only one RICH track would be reconstructed and a simple 9
degree cut based on separate rings is insufficient. The only feasible way to detect such a scenario is counting
the number of Cherenkov photons detected. For two leptons, sharing one RICH track, the number of detected
photons is likely to be higher than for tracks made by only one. In this analysis, a particle candidate with
more than 25 hits in the RICH photon detectors is removed from the sample.

(a) Before Lepton selection. (b) After Lepton selection.

Figure 3.7: Number of particles over charge momentum and velocity before and after lepton selection for
Ag+Ag collisions, 0-40% centrality, at √sNN = 2.42 GeV. Filled with particle candidates from
system 0.

3.3 Estimation of Combinatorial Background

After individual electrons and positrons have been identified, they need to be paired up with their corre-
sponding antiparticle. For this purpose, an invariant mass spectrum dN+−

dM is first filled with all possible e+e−
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combinations. Then, a combinatorial background (CB) dNCB
dM , which represents the amount of falsely matched

pairs, is subtracted to calculate the actual signal [37]:

dNSignal

dM
=
dN+−
dM

− dNCB

dM
(3.3)

The challenge is thereby shifted from identification of actual pairs to the identification of the false combinations.

In this analysis, the main method to estimate the CB is the same-event like sign method. Let dN++

dM and dN−−
dM

be the invariant mass spectra of all possible positron and electron pairs respectively, then the background is
given by the geometrical mean of same-event like-sign pairs:

dNCBSE

dM
= 2

√︃
dN++

dM
· dN−−
dM

(3.4)

For this equation to be valid, perfect charge symmetry is assumed. That means, positrons and electrons are
equally likely to be detected and reconstructed. In practice, this symmetry is known to be violated since
efficiencies for electron reconstruction are slightly higher than for positrons, see section 3.4. As a consequence,
a charge asymmetry correction factor k needs to be included in equation 3.4. Furthermore, the same-event
like sign method leads to large uncertainties if the amount of measured particles in an event is low. This is the
case for the higher invariant mass regions where fewer dileptons are produced, possibly having a negative
impact on the confidence of any findings made.

Both issues can be addressed with event-mixing methods. Here, a pool of similar events is considered
simultaneously, and leptons from different events can be paired up to fill mixed invariant mass spectra dNmix

+−
dM ,

dNmix
++

dM and dNmix
−−

dM . On the one hand, this will fail to describe any correlations that leptons might have within
one event. An example of this is the decay of π0 → γe+e−, where the photon might convert into an additional
e+e− pair by interaction with the target material, resulting in correlations between the dilepton pairs. However,
on the other hand, event-mixing does allow for virtually unlimited statistics. In this analysis, events have been
mixed based on three conditions:

• Centrality: Only events of the same 10% centrality bin are mixed.

• Reaction Vertex: The vertex position of an event describes the location of where the collision took place
in the target. Only events within 4 mm are mixed.

• Event Plane Angle: The event plane is defined by the beam axis and impact parameter vector. Only
events with a maximum difference in event plane angle of 15° are mixed.

Based on the resulting spectra, a first addition to the same-event like sign is made by estimating a charge
asymmetry factor k:

k =

dNmix
+−

dM√︂
dNmix

++

dM · dNmix
−−

dM

(3.5)

Furthermore, a comparison of shapes between dNmix
+−

dM and dNCBSE
dM , plotted in the right panel of figure 3.8,

reveals that the mixed-event method is suitable to describe the background for invariant masses beyond around
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0.3 GeV/c2. Only below this point are significant deviations due to correlations visible. At higher invariant
masses of above 0.7 GeV/c2 statistical fluctuations, due to limited statistics in the same-event background,
become noticeable. In addition, the introduced factor k (see figure 3.8, left panel) has a peak of about 1.05 at
Mee ≈ 0.15 GeV/c2, but afterwards converges to one with increasing invariant massMee.

(a) Charge asymmetry factor k. (b) Ratio mixed-event to same-event background.

Figure 3.8: Charge asymmetry factor k (left panel) and ratio of mixed-event to same-event combinatorial
background (right panel) in dependence of invariant massMee for Ag+Ag collisions, 0-40% cen-
trality, at √sNN = 2.42 GeV. Vertical lines represent statistical errors.

In the end, the advantages of both methods are combined. Up to Mee = 0.4 GeV/c2 the background is
described by the same-event method, corrected with the charge symmetry factor k. Afterwards, forMee ≥ 0.4

GeV/c2 the normalised event-mixing spectrum dNmix
+−

dM is employed. The region for normalisation is chosen
to be at betweenMee = 0.3 GeV/c2 and Mee = 0.4 GeV/c2. In this way, the correlations at low masses are
properly considered, while the uncertainties at high invariant masses, due to lower statistics, are kept small.
The resulting background subtraction can be seen in figure 3.9 for Ag+Ag collisions at 0-40% centrality. Figure
3.10 further shows the achieved signal to background ratio S/B (left panel) and significance sgn = S√

S+B

(right panel) as a function of invariant massMee. In both cases, a maximum is identified in the π0 mass region
of belowMee ≤ 0.15 GeV/c2. The signal to background ratio then falls off two orders of magnitudes from 200
to around 1, with a minimum atMee ≈ 0.2 GeV/c2. The significance is found to decrease consistently with
increasing invariant massesMee.
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Figure 3.9: Example of combinatorial background subtraction and the resulting signal for Ag+Ag collisions,
0-40% centrality, at √sNN = 2.42 GeV. Vertical lines represent statistical uncertainties.

(a) Signal to background ratio. (b) Significance.

Figure 3.10: Signal to background ratio (left panel) and significance (right panel) as a function of invariant
mass for Ag+Ag collisions, 0-40% centrality, at √sNN = 2.42 GeV. Vertical lines in signal to
background ratio represent statistical errors.
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3.4 Acceptance and Efficiency Corrections

The signal extracted in the previous section does not yet provide a full reconstruction of all dileptons produced
in the collisions. For one, the detector covers only a limited solid angle in space around the target. Particles
flying outside this covered region will be missed. This is referred to as limited acceptance and needs to be
corrected by the extrapolation of the signal to the unmeasured region. For another, even if a particle hits the
detector region, the track reconstruction as well as lepton identification process is not perfect. Some valid
electrons and positrons will not be found or falsely removed from the analysis, a circumstance which leads to
imperfect efficiency.

Since the extent of the acceptance and efficiency loss is detector and analysis dependent, this renders a direct
comparison of the measured raw signal with other experiments or theory meaningless. Instead, corrections
need to be made to the experimental data, such that the resulting dilepton spectra reflect all virtual photons
from the collision.

In general, the acceptance ϵAcc is the ratio of leptons in acceptance NAcc over the total number of leptons
produced in the collision NTotal:

ϵAcc =
NAcc

NTotal
(3.6)

Similarly, the efficiency ϵEff is defined as the ratio of reconstructed leptonsNreco over the leptons in acceptance:

ϵEff =
Nreco

NAcc
(3.7)

While conceptually easy to grasp, the challenge lies in finding ways to approximate the actual number of
leptons while avoiding model dependencies as far as possible.

3.4.1 Single Lepton Efficiencies

In this analysis, the central tool to estimate acceptance and efficiency are simulations. In a first step, this is
done on the level of individual electrons and positrons. Several millions of these single leptons are generated
using the Pluto event generator [38], with homogeneous momentum (0-1 GeV/c), polar angle (0°-90°) and
azimuthal angle (0°-360°). Based on their properties, i.e. momentum and angle, these leptons are then
processed via a digitizer and the simulation package GEANT [39]. In GEANT (GEometry ANd Tracking), a
detailed representation of all HADES detector materials and their digitizers is implemented, allowing for a
realistic simulation of what detector signals the generated leptons would have produced. The end result are
Hades List Data files, analogous to the results of real experiments.

Subsequently, these HLD files can then undergo the same procedure of track reconstruction and lepton
identification as the real experimental data. Since the original number of generated leptons is known, this
allows an estimation of the acceptance, based on the GEANT simulation, as well as the efficiency, based on the
missing electrons after reconstruction from HLD.

In reality, a large influence on the achieved efficiency is the overall particle multiplicity from the collision.
More particles lead to more possible combinations of matching tracks segments and detector hits, which in

28



turn, leads to higher likelihoods of falsely matched or entirely missed particle tracks. Therefore, it is not
sufficient to only use single leptons as input for the efficiency corrections. There needs to be a background,
simulating the full event and all its particles to allow for a reasonable estimation. This is done by embedding
the generated e+/e− either to real data or to full events generated via UrQMD (Ultra relativistic Quantum
Molecular Dynamics) [40]. The former is likely to give more accurate results, but the latter can be used for
cross checks and has the advantage that the number of all input particles, as well as their properties, are
known.

Altogether, almost 3 · 108 single electrons and positrons are embedded into around 2 · 108 UrQMD events and
around 2 · 108 real events. These events are then passed through the reconstruction and lepton identification
methods discussed in previous chapters. On this basis, 3D histograms, counting the number of reconstructed
electrons and positrons in dependence of p, θ and φ are filled. With equation 3.6 and 3.7, this gives the single
lepton efficiencies and acceptance according to the particles kinematics.

Figure 3.11 shows the results for electrons (left panel) and positrons (right panel) for Ag+Ag collisions at√
sNN = 2.42 GeV and 0-40% centrality. Slight differences between embedding to real data vs embedding to
UrQMD are visible. In addition, the efficiencies for electrons are slightly higher than for positrons. In both
cases, a maximum efficiency is reached at p ≈ 300 Mev/c. In the region of higher momenta between 1400
MeV/c < p < 1800 MeV/c the efficiency is found to be approximately constant at about 40%.

(a) Electron. (b) Positron.

Figure 3.11: Single lepton efficiencies projected on the momentum for Ag+Ag collisions, 0-40% centrality, at√
sNN = 2.42 GeV.

3.4.2 Momentum Smearing

In the above described procedure, the original kinematics, i.e. p, θ and φ, are known and used in the filling of
histograms. This is only appropriate, however, if the corrections are applied to leptons whose ideal kinematics
are available. In real data, a small curvature in the magnetic field might lead to an substandard determination
of the momentum p. With roughly equal probability, the reconstructed value might be shifted up or down from
the truth. Further, especially for low momenta, leptons lose energy when transversing through the detector,
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i.e. via Bremsstrahlung or interaction with the detector material. These effects lead to a so-called "momentum
smearing" where the reconstructed momentum differs from the original, "true" momentum.

To account for this phenomenon, a first investigation can be made by comparing ideal vs reconstructed
momentum in simulations. GEANT properly simulates the described effects. Figure 3.12 shows the resulting
distributions.

Figure 3.12: Distributions of ideal vs reconstructed momentum of electrons at 0°< θ < 35° for Ag+Ag colli-
sions at √sNN = 2.42 GeV.

It can be noted that the majority of momenta are reliably reconstructed, as indicated by the red straight line.
Yet, at the same time, a general momentum smearing is visible. In fact, for one ideal value of momentum,
there is whole distribution of possible reconstructed momenta, and vice versa. This makes a direct correction
for this effect impractical, if not unattainable. Still, it needs to be considered in the calculation of efficiency
corrections. This can be done by filling the p, θ and φ dependent 3D histograms, used for the calculation of
the single lepton efficiencies, with the smeared kinematics of the particle. Figure 3.13 shows a comparison of
single lepton efficiencies, projected on the momentum, when using ideal vs reconstructed values. As before,
electron efficiencies are slightly higher than efficiencies for positrons. Other than that, the smeared kinematics
lead to an increased efficiency at low momenta and a decreased efficiency for high momenta.
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(a) Electron. (b) Positron.

Figure 3.13: Single lepton efficiencies, calculated by embedding to real data, with and without smearing
projected on the momentum for Ag+Ag collisions, 0-40% centrality, at √sNN = 2.42 GeV.

3.4.3 Pair Efficiency Corrections

In the next stage, the corrections need to be extended from the single lepton level to the pair level for the
invariant mass spectra. Arguably, the most straightforward approach would be to weigh each pair with its
corresponding inverse efficiency while filling up the invariant mass histograms from the data. In this case,
the combined efficiency for one pair can be estimated by the product of the individual parts ϵ1 · ϵ2. Although
this method has the great advantage that no further model dependencies are needed. It also comes with two
major downsides. First, the combinatorial background calculation in equation 3.4 has been derived under
the assumption of no further scaling factors, but only raw number of counts. A pair correction as described
would violate this premise and a more sophisticated approach for the CB calculation would be required.
Second, the number of reconstructed dileptons decreases exponentially for higher invariant masses. A direct,
event-by-event correction in regions with only a few reconstructed pairs, would be prone to large statistical
uncertainties.

On this basis, an altogether different approach has been chosen for this analysis. Instead of relying purely on
experimental data, the lepton distribution of momentum p as well as of angles θ and φ is estimated using
simulations. For this purpose, events of all essential dilepton sources (π0, η, ω, ρ, φ) are generated using
Pluto. For each source, the invariant mass spectra are plotted. One with all pairs from the collision, describing
the whole 4π solid angle; one with all pairs in the acceptance as can be determined with the single lepton
acceptances known from previous steps; and finally, one with all pairs in acceptance but additionally weighted
with their respective efficiencies ϵ1 · ϵ2. The ratio of the spectrum in acceptance over the spectrum scaled down
for efficiency, gives then an efficiency pair correction factor ϵPair in dependence of the invariant massMee.

A correction factor for the measured data will need to be based on a realistic cocktail, generated by properly
mixing of the individual dilepton sources. The weight of each source can be estimated by the product of
branching ratio and multiplicity per event as discussed in section 3.4.4 for the freeze-out cocktail.
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In addition, the ρ meson contributes to the dilepton signal from the hottest and densest stage. Since it is
a probe known to be produced and to decay within the fireball, a broadening of the spectral function is
expected. The exact extent of this is one goal of the measurement, yet for the purpose of the efficiency
correction, some predictions need to be made already in order to simulate a full cocktail. From previous
analysis, coarse-graining models have been shown to yield reliable results [36]. As another option, the
ρ −→ e+e− can also be generated thermally. Finally, an alternative to generating the cocktail components
individually, Hadron-String-Dynamics (HSD) [41] allow the simulation of the whole cocktail at once.

In the end, all three models are employed to generate a cocktail that includes all notable dilepton sources.
In addition, efficiencies have been determined with ideal and smeared kinematics, as well as embedding to
UrQMD and embedding to real data. First, the effect of the utilised kinematics can be see in figure 3.14.

(a) With ideal kinematics and embedding to real data. (b) With smeared kinematics and embedding to real data.

Figure 3.14: Pair efficiency factors in dependence of the invariant mass for Ag+Ag collisions, 0-40% central-
ity, at √sNN = 2.42 GeV. Vertical lines represent statistical uncertainties.

It can be noted how ideal kinematics lead to a greater correction factor than smeared kinematics. This can
be understood from figure 3.13 where, on average, smearing leads to smaller reconstructed momenta due
to Bremsstrahlung effects. This results in higher single lepton efficiencies for the low to medium range of
momenta. Only at very large momenta of p > 1800 MeV/c is a decreased efficiency noticeable. Because the
majority of leptons in the cocktail will have smaller momenta than this, an overall increased pair efficiency is
observed.

Apart from this, all models lead to very similar estimations, supporting the assumption of an adequate cocktail
simulation and no model dependence in the spectra corrections. For the remaining analysis, the mean of all
models is taken as the final pair efficiency correction factor. Deviations from this mean from each model are
added to the systematic uncertainties.

With this average correction factor, one can further compare the impact of embedding single leptons to data
vs embedding to UrQMD events. Figure 3.15 indicates how differences due to embedding are smaller than
variations due to smearing effects. Still, embedding to real data suggests an overall smaller efficiency than
embedding to UrQMD. This indicates that UrQMD alone should not be trusted to perfectly reproduce realistic
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conditions. Since embedding to actual data does not introduce any further model dependency, this approach
has been chosen for the remaining analysis.

(a) With ideal kinematics. (b) With smeared kinematics.

Figure 3.15: Mean pair efficiency factors with embedding to UrQMD vs embedding to real data in depen-
dence of the invariantmass for Ag+Ag collisions, 0-40% centrality, at√sNN = 2.42GeV. Vertical
lines represent statistical uncertainties.

3.4.4 Freeze-out Cocktail Multiplicities

An important element of the correction procedure is the simulation of a realistic cocktail. While the ρ meson
is assumed to decay within the fireball itself, further dilepton decay possibilities during the freeze-out can be
identified for the collision energies of √sNN = 2.42 GeV [8]:

• π0 → γ + e+e−

• η → γ + e+e−

• ω → π0 + e+e−

• ω → e+e−

• φ→ e+e−

Events with each of these decays are generated using Pluto. The resulting spectra of the individual dilepton
sources are combined into a spectrum that reflects the whole freeze-out cocktail. This is only possible, however,
if each source is properly normalised to its yield per event. Therefore, the multiplicities of all dilepton sources
need to be known in order to generate the cocktail sum. Ideally this is based on experimental measurements.

First, in case of pions, one can approximate the number of neutral pions based on the measurements of their
charged counterparts [42]:

Nπ0 ≈ 1

2
(Nπ+ +Nπ−) (3.8)
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While final results are still to be determined, first evaluations have estimated the number of pions per
participating nucleon and per event at 0.055 during the Ag+Ag experiment at 1.23A GeV. Further, a linear
⟨Apart⟩ scaling of pions is well established [42], allowing for the extrapolation of π0 multiplicity to all centrality
bins.

Second, the η yield is determined from TAPS measurements [43]. Figure 3.16 shows the behavior of π0 and η
at different energies and for two collisions systems of Ca+Ca and C+C. On this basis, a yield of 8 · 10−4 per
event and participating nucleon is extracted for Ag+Ag at √sNN = 2.42 GeV. As is investigated in section
4.3, a linear scaling of η with ⟨Apart⟩ is again assumed. Other than that, the TAPS measurements [43] also
provide a first cross check of expected pion multiplicities at 1.23A GeV. In this context, the value from HADES
at 0.055 is found to be consistent.

Figure 3.16: η and π0 multiplicity for different systems and energies. Figure taken from [44].
.

Third, no direct measurements of φ or ω mesons for Ag+Ag collisions at √sNN = 2.42 GeV are available.
However, the HADES collaboration also recorded Ag+Ag events at 1.58A GeV and Au+Au events at 1.23A GeV.
For these experiments, analyses have been conducted where the φ yield is determined via its dominant decay
into K+K−. From this, it has been concluded that the number of φ mesons per event and per participating
nucleon is at 3 · 10−7 in Ag+Ag collisions at 1.58A GeV. In order to translate this to an energy of 1.23A GeV,
an energy dependence factor e is determined by the comparison to Au+Au:

e =

(︃
102

193

)︃4/3 Multφ(Au+Au; 1.23AGeV )

Multφ(Ag +Ag; 1.58AGeV )
≈ 0.2 (3.9)

Where 102 and 193 are the mean number of participants in the investigated centrality classes.

In this context, the scaling per number of participants also needs to be taken into account. For vector mesons,
previous analyses have estimated a dependence of ∝ ⟨Apart⟩4/3[29].
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Finally, the ω signal has been reconstructed for Ag+Ag collisions at 1.58A GeV in the analysis of dilepton
spectra. As with the φ meson, this measurement is translated to to energies of 1.23A GeV by the analogous
application of the energy factor e from equation 3.9.

Table 3.2 summarises the multiplicities of the freeze-out cocktail components:

Dilepton Source Branching Ratio: e+e− Multiplicity/Apart

π0 → γ + e+e− 1.174 · 10−2 5.5 · 10−2

η → γ + e+e− 6.9 · 10−3 8 · 10−4

ω → π0 + e+e− 7.7 · 10−4 6.91 · 10−6

ω → e+e− 7.3 · 10−5 6.91 · 10−6

φ→ e+e− 2.95 · 10−4 4.15 · 10−8

Table 3.2: Freeze out cocktail sources and their multiplicities for Ag+Ag at √sNN = 2.42 GeV.

It can be noted that the yield of the φ meson is by far the smallest in comparison to the other dilepton sources.
In fact, it is about two orders of magnitude smaller than the multiplicity of the ω meson. Consequently, is has
a negligible contribution to the overall cocktail and is not taken into account in this analysis.

3.4.5 Comparison of Dilepton Cocktail to Data

A first validation of the credibility of the cocktail and of the determined efficiency correction can be made by
comparison of the measured invariant mass spectrum to the cocktail in acceptance. Figure 3.17 shows how
the freeze-out cocktail sources, the reference spectrum from elementary NN-collisions and the inmedium ρ
contribute to the dilepton signal. In this case, the inmed. ρ is simulated for Au+Au collisions via coarse graining
methods and scaled to each centrality class by the mean number of participants by assuming ∝ ⟨Apart⟩

4
3 [29].
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(a) With ideal kinematics and embedding to real data. (b) With smeared kinematics and embedding to real data.

Figure 3.17: Efficiency corrected signal in comparison with Pluto cocktail for Ag+Ag collisions, 0-40% cen-
trality, at √sNN = 2.42 GeV. The cocktail sum consists out of the η, ω, ρ signal as well as the
signal from elementary pp and np collisions. The latter has been measured at 1.25A GeV. The
inmed. ρ is based on coarse-graining calculations. Vertical lines represent statistical uncertain-
ties.

For ideal kinematics, the corrected data clearly overshoots the cocktail sum. This could potentially be a sign
of over-correction. For smeared kinematics, the corrected data consists within 30% with the cocktail sum
at mass regions below 0.5 GeV/c2. The remaining difference could be attributed to the possibility that the
cocktail spectra from Pluto do not yet accurately describe reality. Another explanation for the deviation is that
the inmedium ρ, calculated with a coarse-graining approach, needs to be calculated for the Ag+Ag system.
All in all, further investigations will be necessary to confirm the efficiency corrections. For the purpose of this
analysis, the efficiencies based on smeared kinematics have been found to be closer to the calculated cocktail.
They are also an arguably more realistic approach to do efficiency corrections, and, as such, will be used for
the rest of the analysis.

Therefore, an analogous comparison of Pluto cocktail to corrected data can be presented for every 10%
centrality class in figure 3.18.
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Figure 3.18: Efficiency corrected signal in comparison with Pluto cocktail for Ag+Ag collisions at √sNN =
2.42 GeV. Efficiency correction is based on embedding to real data and smeared kinematics.
The cocktail sum consists out of the η, ω, ρ signal as well as the signal from elementary pp and
np collisions. The latter has been measured at 1.25A GeV. The inmed. ρ is based on coarse-
graining calculations. Vertical lines represent statistical uncertainties.
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3.4.6 Acceptance Corrections

On top of the efficiency correction, the same procedure, described above, is utilised to estimate necessary
acceptance corrections, which includes the extrapolation to the unmeasured region of phase space. The central
method to determine whether a given single lepton with momentum p, azimuthal angle φ and polar angle
θ will hit the detector, is the detailed representation of the HADES detector in GEANT. On its basis, single
lepton acceptance matrices can be calculated when embedding e± to real or simulated events. Figure 3.19
shows the resulting single lepton acceptances. For the azimuthal angle φ, the sector structure of the HADES
detector is visible. For the momentum p, one can recognise a constant acceptance above around p = 200
MeV/c. Hence, some momentum is necessary to reliably reach the detector but otherwise the directions of
the particles are the determining factor for the acceptance. In contrast to efficiencies, the acceptance is, as
expected, independent of embedding to real data or UrQMD since the detector coverage is analogous in both
cases.

(a) Projected on azimuthal angle φ. (b) Projected on momentum p.

Figure 3.19: Single lepton acceptances projected on φ and p for Ag+Ag collisions, 0-40% centrality, at√
sNN = 2.42 GeV.

The single lepton acceptances are then used to simulate the cocktail with Pluto. Given a simulated lepton
with kinematics p, φ and θ, the acceptance is looked up in the single lepton acceptance matrix. Further, a
random number x is generated from a uniform distribution between 0 and 1. If x is smaller than the looked-up
acceptance, the lepton will be regarded as accepted. As long as this is repeated with a sufficient number of
individual leptons, the overall acceptance will converge to the single lepton acceptances. In the end, applying
this procedure in the Pluto simulations gives then an acceptance pair correction factor in dependence of the
invariant massMee as the ratio of the invariant mass spectrum of the whole 4π region over the spectrum with
accepted pairs.

Analogous to the efficiency corrections, see section 3.4.3, three models are implemented for the simulation of
the cocktail. The resulting pair acceptance factors are presented in figure 3.20. While the model dependency
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is greater than it has been for efficiency corrections, all models still lead to similar results. For the rest of the
analysis, the mean of all models is used as the pair efficiency correction factor. Deviations from this mean are
considered in the systematic uncertainties.

Figure 3.20: Pair acceptance factor in dependence of the invariant mass for Ag+Ag collisions at √sNN =
2.42 GeV. Vertical lines represent statistical uncertainties.
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4 Analysis of Au+Au Data

Along with the Ag+Ag experiments at 1.23A GeV from March 2019, the HADES collaboration also measured
Au+Au collisions at the same energy in April 2012. To allow for a direct comparison between the two systems,
the Au+Au analysis needs to include more peripheral events, such that the number of participants overlap
with the semi-central events from the Ag+Ag collisions. This extension to peripheral events causes some
additional difficulties in the analysis which are to be discussed in this chapter.

4.1 Differences to the Ag+Ag Analysis

In principle, the steps needed to reconstruct the invariant mass spectrum are analogous between the Au+Au
and Ag+Ag experiments. In fact, most methods described in chapter 2 for Ag+Ag were already tested and
established in the course of the Au+Au analysis. One focus of this work is set to extent already existing Au+Au
results to peripheral events and tackle the thereby emerging challenges. This has been started in previous
works [27]. Nevertheless, at least an overview of the additional steps shall be given in this section. Moreover,
the main differences to the current Ag+Ag analysis are to be emphasised.

4.1.1 Inclusion of PT2 Events

In a typical collision experiment at HADES, vast amounts of data are generated continuously in the course
of the beam time. Ideally, the goal is to achieve high reaction rates and a sufficiently quick processing of
data such that as many events as possible can be recorded in the shortest amount of time. However, not all
registered signal are equally interesting for the later physics analyses. A dedicated trigger system needs to be
implemented to immediately identify and remove background noise. Otherwise, the data acquisition system
(DAQ) is occupied with processing such background and is unable to respond to more interesting events. In
addition, the amount of required data storage would exceed capabilities. In order to counteract this situation,
one important factor used to decide if a signal is saved or rejected are the physics triggers [45]. In the Au+Au
experiment, a minimum requirement of 20 registered hits at the TOF detector defines the physics trigger 3
(PT3). A second conditions with at least 6 TOF hits is classified as physics trigger 2 (PT2). While every PT3
events is recorded, only every n-th PT2 events is stored. This is called down-scaling and leads to a reduction
of unnecessary noise.

The effects of this are visible when looking at the number of recorded events per centrality class in figure
4.1. Up to 40% centrality, almost all events classify as PT3, but beyond that the number of recorded events
decreases significantly. In order to analyse peripheral Au+Au collisions past 40% centrality, the procedure
needs to reversed by weighing each PT2 event by the inverse down-scaling factor 1/n. From the beam log
book, n is known to have been set at n = 4 before the 15.04.2012 and n = 8 afterwards. A corresponding
correction leads to the expected roughly equal number of events for every centrality class.
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(a) With down scaling. (b) Corrected for down scaling.

Figure 4.1: Event Counter for different centrality classes with and without the effects of the down scaling
procedure for Au+Au collisions at √sNN = 2.42 GeV.

4.1.2 Lepton Identification via Multivariate Analysis

The lepton identification described in section 3.2 relies on a succession of individual conditions. Every cut by
itself is likely to be insufficient for the dilepton analysis, but in sequence a satisfactory selection is achieved.
A further improvement is theoretically possible by evaluating all particle characteristics simultaneously in
a multivariate analysis. While still in development for Ag+Ag, such a procedure has been developed for
the available Au+Au data from HADES via a multilayer perceptron (MLP) [36]. It takes as input a particle
candidate and its features, and outputs the probability for the given candidate to be an electron/positron.

The input variables for the MLP can be listed in the following [36]:

• Particles velocity β

• Energy loss dE/dx in the MDC.

• Kinematics of the particle in terms of momentum p and polar angle θ.

• Distance of the track to the matched hit at the META detector.

• Information from RICH detector.

As such, it utilises similar information as described in section 3.2. But, in contrast to the sequential cuts,
the MLP can take all these features into account at the same time. This also allows to consider correlations
between the input features. All in all, it serves as a more sophisticated method to identify leptons reliably and
is the method of choice for this analysis of Au+Au collisions.

4.2 Removal of Au+C Contamination

A large focus in the Au+Au analysis needs to be set on the investigation of so-called Au+C contamination.
Such a contamination can occur due to the fact the HADES is a fixed target experiment. In the April 2012
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experiment, the gold target was made up of thin gold foils, see section 2.1. To hold these metal plates securely
in place, Kapton foils were used as structural material. While the best care is set on keeping only gold foils
within the beam line, the beam itself is not guaranteed to hit the target perfectly. A slightly misaligned or
dispersed beam has a chance to hit the surrounding Kapton foils, leading to Au+C contamination. In addition,
the beam might hit surrounding detector material, i.e. the START detector, which similarly leads to Au+C
collisions. In the case of the latter situation, a reconstruction of the event vertex is precise enough to see the
where the collision originated. A simple vertex cut, see event selection in section 3.1, removes such samples
from the analysis. Unfortunately, this is not sufficient to remove Au+C contamination coming from the target
region itself. For this purpose, more sophisticated methods need to be implemented.

Figure 4.2: Events vertex positions in x-z plane for Au+Au collisions at√sNN = 2.42GeV. One can recognise
the START detector in front of the target material. Collision originating from detector material
can be removed by a vertex cut.

In central Au+Au collisions, the number of participating nucleons is significantly higher than for any centrality
of Au+C collisions. Since most analyses so far have been performed at 0-40% centrality, no further Au+C
contamination countermeasures were needed. For the more peripheral events of 40-60% centrality in this
analysis, however, the extent of Au+C contamination needs to be investigated. Essentially, a decision rule
is to be found which can distinguish the collision system based only on the measured event characteristics.
Different approaches have been suggested to develop such a tool, for example using information from the
forward wall [46], but for this analysis a machine learning algorithm [47] is applied.

42



4.2.1 Functionality of Event-Purifier

The event-purifier, which aims to identify Au+C collision, consists out of two stages: First, an expectation-
maximization algorithms divides the data into two clusters, one representing Au+C and the other one Au+Au
events. It is therefore a process of unsupervised clustering. At the end of this phase, every event is assigned a
probability of how likely it belongs to either cluster. Afterwards, the second stage is based on a neural network.
It takes a number of measured event characteristics as well as well as the probabilities from the first stage
as input, and outputs a value between 0 and 1, representing the probability that the given event is from an
Au+Au collision. Ideally, this means an Au+C collision as input should result in a probability close to 0.

To train the neural network, Au+C events have been generated with UrQMD simulations. While one needs
to keep in mind that this might not perfectly reproduce reality, it is the only way to reliably feed the neural
network with correctly labelled training data. For the training of the purifier, the following event characteristics
were evaluated [47]:

• Event vertex position along z-axis.

• Number of hits in TOF and RPC detector.

• Number of reconstructed tracks.

• Average event rapidity.

• Rapidity of an average particle.

• Ratio of total longitudinal energy to transverse energy.

• Ratio of total longitudinal momentum to total transverse momentum.

• Average longitudinal and transverse momentum.

• Average polar angle.

On this basis, two separate models have been trained due to the wide range of investigated centralities. To
yield a better performance, model A is trained for more central (0-50% centrality) and model B for more
peripheral (50-70% centrality) events. In the end, the performance of the combined model was validated in
terms of purity and efficiency. On the one hand, all Au+C should be removed. On the other hand, the number
of removed Au+Au should be minimal. Assuming less than 50% overall Au+C contamination, a purity of over
95% and efficiency of above 80% is estimated in simulations [47]. This proves promising and allows to extend
the application of the purifier to the experimental data. However, along the way, it needs to be kept in mind
that the true performance might be lower.

4.2.2 Effects of the Event-Purifier

The output of event-purifier is the confidence of the model that a given event is from an Au+Au collision. This
gives the end user the freedom to choose which level of certainty is desired in the analysis by choosing a
decision threshold p between 0 and 1. If the confidence is above p, the event will be kept in the analysis pool.
If it is below p, the event will be rejected. To get a first insight of the effects of the purifier, the number of
events with and without purifier can be plotted as in figure 4.3 with p = 0.5.
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Figure 4.3: Number of events over number of TOF+RPC hits for Au+Au collisions at √sNN = 2.42 GeV.

Here, a discontinuity at NTOF+RPC
Hits = 43 is noticeable. This reflects the structure of the purifier. All events

below NTOF+RPC
Hits = 43 are processed by model A, all events above by model B. Due to their independent

training, the two models demonstrate a different level of strictness in how quickly they remove events from
the sample. In order to take this contrariety into account, the decision thresholds of both models are set
separately, such that it leads to a continuous distribution of events over NTOF+RPC

Hits . In this analysis, three
different settings are applied to investigate the effects of purifier: A strict setting, a medium setting, and no
purifier usage at all. The corresponding decision thresholds p can be summarised in the following table:

pA pB
No Purifier 0 0

Medium Purifier 10−20 0.003

Strict Purifier 10−9 0.3

Table 4.1: Decision thresholds for different Purifier settings. pA and pB are the thresholds for model A and
B respectively.

Figure 4.4 demonstrates how these settings lead to a smooth distribution of events.
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(a) Medium Purifier. (b) Strict Purifier.

Figure 4.4: Number of events over number of TOF+RPC hits with different purifier settings for Au+Au colli-
sions at √sNN = 2.42 GeV.

For all three settings, the dilepton analysis is performed. In order to investigate the effects of the purifier, a first
insight is gained by looking at the number of events per 10% centrality bin. As seen in figure 4.5, collisions
up to 40% centrality are not subject to Au+C contamination as the same number of events are measured
with and without purifier. From 40% centrality onwards, the purifier starts to remove a noticeable number of
identified Au+C events from the sample. In all cases, the strict purifier leads to the most significant deviations
compared to the event pool without a purifier. This is seen most prominently at 50-60% centrality where
almost one third of all measured events are rejected.

Figure 4.5: Number of events per centrality class with different purifier settings for Au+Au collisions at√
sNN = 2.42 GeV.

45



Typically, one would, by definition, expect a roughly equal number of events per centrality class. Figure 4.5
demonstrates how the number of events is shifted considerably by the application of the purifier. This, in
turn, could be an indication that the centrality bin borders, which were defined with unpurified data, are no
longer valid. It is therefore necessary to verify that the existing centrality calculations hold true even after the
application of the event-purifier.

4.2.3 Influence of Purifier on Centrality Selection

As has been seen in figures 4.4 and 4.5, the application of the event-purifier leads to a significant reduction of
events in the analysis. It is therefore possible that the centralities determined in [18], which were based on
all measured events, are no longer sustainable. To investigate this potential concern, a Glauber Monte Carlo
simulation, see section 1.3.1, has been performed for the present analysis. The resulting Glauber MC model is
then fitted to the event pool before and after application of the purifier. The resulting centrality bin borders
are summarised in table 4.2:

Centrality Class NTOF+RPC

Reference
NTOF+RPC

New - No Purifier
NTOF+RPC

New - Medium Purifier
NTOF+RPC

New - Strict Purifier
0-10% 158 - 312 157 - 285 157 - 281 161 - 282
10-20% 118 - 157 117 - 156 117 - 156 121 - 160
20-30% 83 - 117 84 - 117 84 - 116 87 - 120
30-40% 56 - 82 57 - 83 57 - 83 60 - 86
40-50% 37 - 55 37 - 56 37 - 56 39 - 59
50-60% 23 - 36 22 - 36 22 -36 23 - 38

Table 4.2: Centrality class definitions for Au+Au collisions at √sNN = 2.42 GeV. Previous determinations
made at HADES serve as a reference.

In order to verify that the Glauber MC model is properly implemented, the first comparison can be made
between the results of this analysis without any purifier and previous centrality investigations performed
at HADES. In general, the borders are in good agreement. Minor differences are most likely due to slightly
different settings used for the fit, namely the fit range or starting values of the fit parameters. This is most
prominently seen in the most central class of 0− 10% centrality. Here, previous determination includes events
up to NTOF+RPC = 312 instead of NTOF+RPC = 285. While this might seem like a large discrepancy at first
glance, figure 4.6 shows how the number of event in this extended range is almost negligible relative to the
overall event count. Therefore, the newly performed Glauber Monte Carlo analysis is found to be consistent
with previous results. As such, it is again repeated after application of the event-purifier with medium and
strict settings. In case of the former, deviations from the original definitions are similarly minimal. Only the
application of the strict purifier leads to some shifts. However, for every centrality class the relative change of
NTOF+RPC is below 10%. Figure 4.6 shows the the fitted Glauber MC, based on data without any purifier,
with the data of all purifier settings:

As expected already from figure 4.5, the number of events is unchanged for central collisions. Only once
the number of participants, and thereby the number of produced charged particles NTOF+RPC decreases,
a decline in counted events after purification is visible. Noticeably, this reduction does not necessarily lead
to a worse alignment of fit vs data. Instead, the data without any purifier is found to have a higher cross
section between around NTOF+RPC > 15 and NTOF+RPC < 50. In this range, the Glauber MC model based
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Figure 4.6: Comparison of cross section as function ofNTOF+RPC with different purifier settings for Au+Au
collisions at √sNN = 2.42 GeV.

on Au+Au collisions shows a noticeable deviation from the data. One explanation for this behavior is Au+C
contamination, something not accounted for in the Glauber MC model. This assumption is supported by the
fact that the purifier causes an apparent convergence of data to fit.

In the end, the data after purifier application continues to have a good alignment with the fitted Glauber
MC. Minor shifts in the centrality class definitions are only found for the strict purifier. However, this shift is
within systematic uncertainties originating from the input parameters as well as from the fit settings [18].
Consequently, the official centrality class definitions can be used for this analysis even after application of the
event-purifier.

4.3 Isolation of Excess Pairs

On the basis of the methods described in chapter 3, the invariant mass spectra for the Au+Au collisions at√
sNN = 2.42 GeV have been reconstructed. For both Ag+Ag and Au+Au, the region of greatest interest is
at invariant masses of around 0.2 Gev/c2 to 0.8 GeV/c2, as this is where the inmedium ρ acts as the most
prominent dilepton source. However, as seen in figure 3.17, a significant contribution to the dilepton signal in
this range also comes from elementary nucleon-nucleon collisions in the early stages of the collision, as well
as from the decay of η mesons at the freeze out. In order to isolate the signal coming from the hottest and
densest stage, these components need to be subtracted.
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While the reference spectrum is known from the measurement of elementary np and pp collisions at 1.25A
GeV, the η spectrum needs to be estimated by other means.

The starting point for this endeavour is the η-spectrum generated in Pluto simulations. In order to subtract it
from the measured dilepton signal, this spectrum needs to be normalised in terms of η-multiplicity in the given
collision system and centrality. However, a precise estimation of the multiplicities is not always available. In
case of Au+Au, the η yield has been determined for 0-40% centrality [44]. This determination is based on the
decays of η mesons to γγ with subsequent conversion of both photons into dilepton pairs. This is referred to
as the photon conversion method and is accompanied with an increasing experimental challenge to measure a
precise yield for smaller centrality bins with less statistics.

One can instead extrapolate the single measurement from 0-40% centrality via the mean number of participants
⟨Apart⟩:

dNη

dM
∝ ⟨Apart⟩α (4.1)

From [43] the values of α are known to be α = 0.8 at 2A GeV and α = 1.2 at 1A GeV. These can be understood
as upper and lower limits for the experiments at 1.23A GeV.

On this basis, a linear scaling of η with ⟨Apart⟩ is assumed in this analysis. In order to evaluate the uncertainty
of this hypothesis, the excess spectrum is also extracted with α = 0.8 and α = 1.2. The relative, maximum
deviations between a linear scaling to the lower and upper bound can then be shown in figure 4.7. One can
identify the relative differences to be below 10% in the whole invariant mass range. This can be taken into
account in the overall systematic error estimation and is found to be acceptable in comparison to the overall
accuracy of the experiment.

(a) 40− 50% centrality (b) 50− 60% centrality

Figure 4.7: Relative systematic errors over mass due to extrapolated η-spectrum for Au+Au collisions at√
sNN = 2.42 GeV.

Once the reference and η contribution have been subtracted, the remaining dilepton signal can be interpreted
as the excess dilepton pairs relative to elementary collisions.
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4.4 Estimation of Systematic Uncertainties

Virtually every assumption and procedure employed in this analysis is subject to systematic uncertainties. It is
therefore necessary to estimate the confidence of each step in order to come to a trustworthy conclusion. For
the purpose of this analysis, the following aspects are taken into account:

• Calculation of Combinatorial Background: While the like-sign method is well established and lies on
a mathematically sound foundation, one still needs to do confirm that the background is accurately
described. This has been done in the Au+Au analysis in simulations [36]. The resulting maximum
relative systematic error has been estimated to be at 0.02 ·B/S, where B/S is the ratio of background
to signal. This evaluation holds true also for Ag+Ag and is therefore employed in this analysis.

• Acceptance and Efficiency Corrections: For the Ag+Ag analysis, the acceptance and efficiency correc-
tions have been performed on the basis of three models to generate the dilepton cocktail. Differences
between these models are taken as systematic uncertainties in the corrections. For the Au+Au analysis,
an additional error of 20% is added for the extrapolation of efficiencies to peripheral events [27].

• Normalisation to the number of pions: The pion multiplicity per event, as discussed in section 3.4.4
is subject to systematic uncertainties. In this analysis, a relative error of 10% is introduced.

• Reference subtraction: The reference spectrum, used for the isolation of excess pairs, is the result of
a previous measurement of elementary np and pp collisions. In the spectrum reconstruction of this
measurement, systematic uncertainties have been estimated and need to be propagated accordingly.

• Eta subtraction: The uncertainties of the eta spectrum are rooted in the ⟨Apart⟩ scaling. Their extent is
estimated in section 4.3 via an upper and lower bound on the scaling parameter α.

Assuming all errors to be independent from one another, the total systematic uncertainty is finally calculated
by adding the contributions in squares.
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5 Evaluation of Dilepton Invariant Mass Spectra

At this point, the acceptance corrected invariant mass spectra can be presented in figure 5.1 and 5.2. They
serve as the measured dilepton signal from excess pairs after subtraction of η and reference. They are also fully
corrected for efficiency and acceptance. The shown temperature fit as well as the extraction of the dilepton
excess yield will be described in the following sections.

Figure 5.1: Acceptance corrected excess spectrum and temperature Boltzmann fit, see equation 5.2, for
Ag+Ag collisions at √sNN = 2.42 GeV. Vertical lines represent statistical uncertainties. Boxes
represent systematic uncertainties.
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Figure 5.2: Acceptance corrected excess spectrum and temperature Boltzmann fit, see equation 5.2, for
Au+Au collisions at√sNN = 2.42GeV. The event-purifier withmedium settings has been applied.
Vertical lines represent statistical uncertainties. Boxes represent systematic uncertainties.
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5.1 Comparison of Excess Spectra between System Sizes

The reconstructed invariant mass spectra can further be compared between the two different collision systems.
Figure 5.3 shows the total reconstructed spectrum of Au+Au (0-60% centrality) and Ag+Ag (0-40% centrality).

Figure 5.3: Reconstructed invariant mass spectrum of excess pairs. Au+Au is from 0-60% centrality. Ag+Ag
is from 0-40% centrality. The event-purifier with medium settings has been applied for Au+Au.
Boxes represent systematic uncertainties. Vertical lines represent statistical uncertainties.

The mean number of participants is known to be ⟨Apart⟩ ≈ 144 for Au+Au at 0-60% centrality [48], and
⟨Apart⟩ ≈ 102 for Ag+Ag at 0-40% centrality, see table 3.1 Therefore, a generally higher excess yield would be
expected in the plotted Au+Au spectrum. Indeed, the number of dilepton pairs is larger for Au+Au in virtually
every mass bin. Even if systematic and statistical uncertainties are taken into account, one can assume this
statement to hold true.

In order to allow for a more direct comparison, one can find centrality bins of both collisions system with
similar number of participants. Figure 5.4 shows the invariant mass spectra for Au+Au at 30-40% centrality
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vs Ag+Ag at 10-20% centrality. These centralities both correspond to a mean number of participants of
⟨Apart⟩ ≈ 103.

Figure 5.4: Reconstructed invariant mass spectrum of excess pairs. Au+Au is from 30-40% centrality.
Ag+Ag is from 10-20% centrality. The event-purifier with medium settings has been applied for
Au+Au. Boxes represent systematic uncertainties. Vertical lines represent statistical uncertain-
ties.

On this basis, a few observations can be made. First, one should note that these smaller centrality bins lead to
higher statistical errors. This, in turn, is also reflected in more statistical fluctuations, which become more
and more apparent at higher invariant masses. Second, since the underlying number of participants is the
same, any differences can be attributed to the system size. As both spectra have a similar shape, deviations
are difficult to interpret when taking uncertainties into account. Only looking at the lower invariant masses of
below 0.24 GeV/c2 the signal from Au+Au collisions is found to be definitely larger than Ag+Ag. However, this
is also the region most strongly effected by the efficiency and acceptance corrections. In order to investigate
any differences more quantitatively, the integrated excess yield and the temperature need to determined.
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5.2 Excess Yield Dependence on System Size and Centrality

As discussed in section 4.3, the greatest interest is in mass regions where the inmedium ρ contributes most
strongly. To quantify this contribution at different centralities and for different systems, one can define an
excess yield Nexcess as the number of excess pairs in the integral from 0.3 GeV/c2 to GeV/c2:

Nexcess =

∫︂ 0.7GeV/c2

0.3GeV/c2

dN

dM
dM (5.1)

Thereby, the integrated excess yield is a measure of the number of produced dileptons from the hottest and
densest stage. In a first step, Nexcess is determined for the Au+Au collisions with and without application of
the purifier. The results can be presented in figure 5.5:

Figure 5.5: Excess yield of Au+Au collisions over ⟨Apart⟩with different purifier settings. Each data point rep-
resents a 10% centrality bin. Boxes represent systematic uncertainties. Vertical lines represent
statistical uncertainties.

It can be noted, that the impact of the purifier is minimal up to 40% centrality. Afterwards, the application of
the purifier leads to an increased yield relative to the unpurified data. This effect is most prominent at 50-60%
centrality where this shift leads to a higher yield than at 40-50% centrality. Although statistical errors are
similarly significant, such a behavior is generally unexpected and would challenge common understanding of
decreasing yields with decreasing ⟨Apart⟩. This could occur, when the purifier has a bias to remove events
without any dileptons. In this case, normalisation to the number of events, as it is done for the excess yield,
leads to an apparent increase in signal per event. The overall number of measured dileptons is the same,
but the reconstruction is based on fewer events. In this way, it remains an unanswered question for which
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further investigations will be necessary. A similar application of a Ag+C purifier on the Ag+Ag will show if
this behavior can be confirmed.

In addition to the Au+Au collision, the excess yield has analogously been extracted for the Ag+Ag collisions
at the same energy. Figure 5.6 shows the comparison of the excess yield between the two collision systems.

Figure 5.6: Excess yield over ⟨Apart⟩ of Au+Au vs Ag+Ag collisions Each data point represents a 10% cen-
trality bin. Medium purifier is applied to Au+Au data. Boxes represent systematic uncertainties.
Vertical lines represent statistical uncertainties.

Here, differences between Au+Au and Ag+Ag are not definitive. A slightly higher excess yield for Au+Au
relative to Ag+Ag is observed over all centralities. However, the systematic and statistical uncertainties would
allow for the excess yield to be the same except for the 30-40% centrality bin of Ag+Ag. This serves as the
only data point where the Ag+Ag yield is found to be clearly below the Au+Au collisions. In this regard,
further evaluations will be essential. This includes additional systematic checks for both analyses in order to
verify the procedures and assumptions made. If systematic and statistical uncertainties can be reduced, more
confident conclusion can be made.

Furthermore, one can find more centrality bins, outside the 10% centrality bins used in this analysis, where
the mean number of participating nucleons is the same for Ag+Ag and Au+Au collisions. Such investigations
at the same ⟨Apart⟩ will provide a more direct comparison between the two collision systems.
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5.3 Temperature Dependence on System Size and Centrality

The produced invariant mass spectra, isolated to their excess pairs, is interpreted as the signal of the thermal
dilepton radiation from the medium. As discussed in section 1.4.2, the spectra therefore entail the information
about the fireball temperature T . It can be estimated by a Boltzmann fit of the form [36]:

dN

dM
∝M

3
2 exp(−M/T ) (5.2)

Hence, an exponential shape of the invariant mass spectrum is expected. From figure 5.3, this can be confirmed
for the mass regions above 0.2 GeV/c2 as this is where the ρ meson is the dominant contribution. For lower
masses, some π0 contribution is still visible. As a consequence, a fit range from 0.2 to 0.7 GeV/c2 is chosen for
the temperature determination.

In a first step, the temperature is determined for the Au+Au collisions with and without application of the
purifier. The results can be presented in figure 5.7:

Figure 5.7: Fireball temperature of Au+Au collisions over ⟨Apart⟩ with different purifier settings. Each data
point represents a 10% centrality bin. Boxes represent systematic uncertainties. Vertical lines
represent statistical uncertainties.

In general, a temperature downtrend for decreasing Apart can be observed. One exception of this trend is
visible at 10-20% centrality where the temperature appears to be greater than for 0-10%. However, within
errors this behavior can be understood. Apart from this, differences between the purifier settings remain
minimal, even for peripheral collisions. One can conclude that the event-purifier does not impact the shape of
the invariant mass spectrum significantly.
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With this in mind, these results can be compared with the extracted fireball temperatures in Ag+Ag collisions:

Figure 5.8: Fireball temperature over ⟨Apart⟩ of Au+Au vs Ag+Ag collisions. Each data point represents a
10% centrality bin. Medium purifier is applied to Au+Au data. Boxes represent systematic uncer-
tainties. Vertical lines represent statistical uncertainties.

As before, the Ag+Ag collisions show smaller temperatures with decreasing ⟨Apart⟩, although the differences
between the three most central centrality bins is less pronounced than it is for Au+Au. In all cases, no
significant deviations can be identified between the two collision systems. It can be concluded that current
results indicate no notable impact of the system size on fireball temperatures.

5.4 Comparison to UrQMD Simulations

The centrality and system size dependence of the dilepton yield is also investigated on the basis of simulations
[49]. They provide a prediction for dilepton spectra which can be compared to the experimental results.
Figure 5.9 shows the dilepton spectra of the most central Ag+Ag and Au+Au collisions resulting from UrQMD
calculations. In these 0-10% centrality bins, the underlying number of participants is 306 for Au+Au and 168
for Ag+Ag respectively. If one assumes a scaling of ∝ ⟨Apart⟩

4
3 [29], the Ag+Ag spectrum is to expected to be

approximately 0.45 times smaller than its gold counterpart. This factor matches closely to their ratio, plotted
in the right panel, which stays virtually constant at about 0.4.

As a consequence, the depicted UrQMD model suggests no significant system size dependence on either the
temperature of the fireball or the dilepton yield. This would be in agreement to the results in this analysis
where any differences in the excess yield are still within uncertainties, and no impact of the ion species to
the fireball temperatures is found. However, UrQMD is one of several transport models that allow for such a
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comparison. From [49], it is known that they can lead to sizeable differences in the predictions. Therefore, a
more detailed comparison of the experimental data with several models, and with centrality bins of the same
mean number of participants, will allow for more definite conclusions.

Figure 5.9: UrQMD predictions of invariant mass spectrum of Ag+Ag and Au+Au collisions at the same en-
ergy of 1.23AGeV and centrality of 0-10 %. The right panel shows their ratio. Figure taken from
[49].
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6 Summary and Outlook

In the course of this work, the thermal dilepton radiation of Ag+Ag and Au+Au collisions at 1.23A GeV has
been investigated. The central tool for this purpose are the invariant mass spectra.

Starting with Au+Au, peripheral events up to 60% centrality have been included in the analysis, exceeding
previous research with additional data points in the region of 40-60% centrality. In this context, an event-
purifier has been applied in order to identify and remove potential Au+C contamination. Its effects have been
investigated on the basis of three settings: No purifier usage, a medium setting, and a strict setting. Since a
noticeable number of events is removed in the peripheral centrality bins, the impact on the centrality class
definition needed to be checked by means of a Glauber MC analysis. Here, no change in the centrality borders
has been found.

In addition to the Au+Au analysis, a first reconstruction of the Ag+Ag invariant mass spectrum up to 40%
centrality has been performed. Because this is the first dilepton analysis of the Ag+Ag data at HADES, the
acceptance and efficiency corrections needed to be done from the ground up. A comparison of smearing
vs ideal kinematics as well as embedding into real data vs embedding into UrQMD events has been carried
out. In the end, usage of smeared kinematics and embedding to real data is identified as the best way to
realistically reproduce efficiencies. However, further checks are necessary to achieve a full understanding of
the introduced corrections.

Nevertheless, by isolation of the excess pairs in both collision systems, the excess yield as well as the fireball
temperature were determined. While definitive conclusion are not yet cemented, the yield for Au+Au is
possibly larger than for Ag+Ag. In contrast to this, no system size dependence is recognised for the fireball
temperature. Furthermore, for both temperature and excess yield, a downtrend with decreasing ⟨Apart⟩ is
identified. In a future step, this can be further quantified by a fit of the form ∝ ⟨Apart⟩α.

All in all, this work can serve as a foundation to built upon and improve and concretise current findings.
Notable improvements could by achieved by:

• Multivariate analysis for lepton identification in Ag+Ag: Previous research of Au+Au collisions has
demonstrated the effectiveness of multivariate analysis for lepton identification. By taking several
features into account at once, the efficiency as well as sample purity can be improved.

• Self-consistency checks of corrections: Acceptance as well as efficiency corrections should be consis-
tent when different dilepton sources, i.e. π0 or η decaying into e+e− pairs and γ, are embedded into
UrQMD or real data events. The resulting pair corrections can be compared to the pair corrections based
on single lepton corrections. This serves as an important prerequisite to signify current estimations are
realistic.

• Advances on the event purifier: In this work, the Au+C purifier and its effects have been tested. While
this purifier is found to be not entirely satisfactory yet, a lot of experience has been gained. Since
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carbon contamination is a reoccurring issue, also for peripheral Ag+Ag analyses, the development of an
improved event-purifier will be beneficial.
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